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Abstract. Under what circumstances do we attribute a mind to AI systems? 

And, in this case, how do we think their mind works? Answering these ques-

tions is crucial to inform the design of safe and trustable AI, to inform research 

on the ethical, social and legal issues raised by the increasing presence of AI 

systems in everyday life and to investigate how they can be used as tools to 

study human and social cognition. This work proposes a philosophical reflec-

tion on the possible structure of people’s mental models of AI systems. We dis-

tinguish between two possible styles of modelling that people may adopt in eve-

ryday contexts. Both involve the attribution of mental states and cognitive abili-

ties to the AI system, even though they differ from one another in some relevant 

aspects. One modelling style is akin to folk psychology and relies on our com-

monsensical concept of mental representation. The other, which we will refer to 

as folk-cognitivist, is more akin to the account of the structure of the mind that 

characterises classical cognitive science. These modelling styles correspond to 

different classes of mentalistic stances that people may adopt when they interact 

with AI systems in ordinary contexts. 
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1 Introduction 

It has been recently claimed that Generative Artificial Intelligence (AI) systems, such 

as Open AI’s ChatGPT, can be hypnotized (Sharma, 2023). Whether this is the case or 

not, it is interesting to note that a psychological term denoting a cognitive alteration is 

used to characterise aspects of the functioning of AI systems of a particular sort. Simi-

larly, situations where the content generated by Large Language Models (LLMs) 

results “nonsensical or unfaithful to the provided source content” are called hallucina-

tions (Ji et al. 2023). Claims of this sort should come as no surprise. Indeed, today’s 

AI systems often display characteristics, like the striking fluidity of natural language 

interaction and the consistency of the generated texts, which may be expected to in-

duce people to occasionally attribute mental states and other cognitive abilities to 

them. Consistently, in a growing number of research studies, paradigms, methods and 

constructs used to study human psychology (including the theory of mind) are applied 
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to the modelling of LLMs psychology (Brunet-Gouet et al., 2023; Kosinsky, 2023; 

Loconte et al., 2023). A case in point is Dietz and colleagues (2023), who studied 

adults’ and children’s understanding of the mind of conversational agents such as 

smart speakers. 

These considerations prompt questions that have an empirical and a philosophical 

side. Under what circumstances do we attribute a mind to AI systems? And, in this 

case, how do we think their mind works? Answering these questions is important to 

inform the design of safe and trustable AI (Ziemke, 2020; De Graaf & Malle, 2017), 

to inform research on the ethical, social and legal issues raised by the increasing pres-

ence of AI systems in everyday life - from social robots to conversational agents and 

other sorts of virtual or embodied agents (Carrillo, 2020; Sullivan et al., 2022; Jaeger 

and Levin, 2016), and to investigate how they can be used as tools to study human 

and social cognition (Wykowska, 2021; 2020). 

This work proposes a philosophical reflection on the possible structure of people’s 

mental models of AI systems. More specifically, we distinguish here between two 

possible styles of modelling that people may adopt in everyday contexts. Both involve 

the attribution of mental states and cognitive abilities to the AI system, even though 

they differ from one another in some relevant aspects. One modelling style is akin to 

folk psychology and relies on our commonsensical concept of mental representation. 

The other, which we will refer to as folk-cognitivist, is more akin to the account of the 

structure of the mind that characterises classical cognitive science. The main claim 

made in this paper is that these modelling styles correspond to different classes of 

mentalistic stances that people may adopt when they interact with AI systems in ordi-

nary contexts. The analysis presented here is part of a wider research project, whose 

future step will involve the refinement of the distinctions made here, and the devel-

opment of theoretical frameworks through which the “on-line” verbal and non-verbal 

human-AI interactions can be analysed, for the purpose of gaining a deeper under-

standing of people’s mental models of AI systems. 

The structure of the paper is as follows. The two modelling styles introduced here 

will be presented in detail in section 2, based on a review of recent studies on the 

attribution of mental states to artificial systems. Section 3 will provide some exam-

ples. Section 4 will provide a summary and concluding remarks. 

2 Mentalistic stances towards AI systems 

2.1 Mental state attribution to AI systems 

The attribution of mental states to artificial agents has been widely studied in human-

robot interaction and human-computer interaction. Thellman and colleagues (2022) 

review a rich list of studies on mental states attribution to robots carried out from 

several diverse perspectives, including psychology, neuroscience, computer science, 

and philosophy. This literature starts from the presupposition that people may adopt 

either a mentalistic or a non-mentalistic stance towards artificial agents while explain-

ing and predicting their behaviour (De Graaf & Malle, 2017). While mentalistic ex-

planations of behaviour refer to the mind and mental capacities of the agent (De Graaf 



& Malle, 2019), non-mentalistic explanations of behaviour do not refer, either implic-

itly or explicitly, to the systems’ mind: they are typically (but not necessarily) based 

on the theoretical vocabulary of physics and/or electronics (e.g., the robot is stuck 

because the battery is low). 

Notably, the studies published so far on the mentalistic explanation of artificial 

agents’ behaviour heavily rely on Dennett’s conceptual framework (1971, 1987). 

Famously, according to Dennett, there are several possible stances one can adopt to 

explain and predict the behaviour of a system: the physical stance (where one explains 

the systems’ behaviour with reference to its physical states), the design stance (which 

refers to the functional design of the system), and the so-called intentional stance. The 

latter stance consists in explaining the system’s behaviour by assuming that it is ra-

tional and ascribing beliefs, desires, intentions and other intentional states to it. Con-

temporary literature on mental states attribution to artificial agents chiefly relies on 

this framework (Thellman et al., 2017; Marchesi et al., 2021; Thellman & Ziemke, 

2019). Perez Osorio and Wykowska (2020) provide a review of the many studies 

trying to assess whether and in what conditions people adopt the intentional stance 

towards robotic systems based on empirical tools such as the questionnaire proposed 

by Marchesi and colleagues (2019). Is the intentional stance the only kind of mental-

istic stance that people may adopt towards artificial systems in ordinary interactions? 

We believe it is not, as explained in the rest of this paper. 

2.2 Styles of mentalistic modelling and mentalistic stances towards AI systems 

To pave the way for the ensuing discussion, it is important to clarify what is meant 

here with “stance”. We start from the assumption that, when people interact with oth-

er agents, they form mental models of them and use these models to explain and pre-

dict the agent’s behaviour. In our perspective, the formulation of a mental model of an 

AI system (and its explanatory and predictive use) amounts to “taking a stance” to-

wards them. 

The notion of mental model has been explored and discussed by several scholars 

(most notably, Johnson-Laird, 1983). Here we will construe this notion along the lines 

of Achinstein’s analysis of theoretical models in physics (Achinstein, 1965). Accord-

ing to Achinstein, theoretical models possess some characteristics that chiefly include 

the following: 

1) “A theoretical model consists of a set of assumptions about some object or sys-

tem”. 

2) “A theoretical model describes a type of object or system by attributing to it 

what might be called an inner structure, composition or mechanism, reference to 

which will explain various properties exhibited by that object or system.” 

3) “A theoretical model is treated as an approximation useful for certain purposes”, 

implying that there may be alternative models in use. 

We construe the notion of a “mental model” of an AI system along these lines. 

More specifically, in the framework proposed here, mental models of AI systems can 

be conceived as sets of beliefs, possessed by the modeller, whose contents express a 

number of assumptions about the AI system. These assumptions state that the AI sys-
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tem has a particular structure, composition or mechanism. Reference to this structure 

can be used to explain and predict the behaviour of the AI system. Moreover, mental 

models capture some aspects and not others of the modelled system. Whereas 

Achinstein uses the term “approximation”, we prefer to use the terms “abstraction” 

and “idealization” that are often used in the philosophical literature on models (see 

Frigg and Nguyen, 2017) to refer to the omission of certain aspects and the introduc-

tion of falsities, respectively, in the modelling of the target system. 

Our conception of mental model refers to the notion of “belief”. This notion is used 

here with the classical meaning of a propositional attitude, defined by having a certain 

attitude (believing) towards a content expressed by a proposition (for a concise dis-

cussion of this classical interpretation, see Crane, 2016). If an agent A holds the belief 

that another agent B is hungry, then A has an attitude (believing) towards a content 

expressed by the proposition “B is hungry”. A may have different attitudes towards 

the content expressed by the proposition “B is hungry”. For example, A might desire 

that B is hungry. Beliefs can play psychological roles (Fodor, 1975) influencing the 

actions of the believer. For example, agent A’s belief that agent B is hungry may in-

duce A to feed B. We are thus claiming that, while interacting with an AI system, the 

user may form mental models of the system. These mental models can be understood 

as sets of beliefs held by the user whose content somehow refers to the modelled sys-

tem. Some of these beliefs will attribute an inner structure, composition or mechanism 

to the system. For the sake of generality, let us assume that the content of these beliefs 

can be represented in a canonical form as “the AI system S has characteristic X”. 

Now, one may surely believe that the AI system has certain beliefs. More specifi-

cally, the user’s mental model may include beliefs stating that the AI system is itself 

characterised by the possession of certain beliefs, desires, intentions, or propositional 

attitudes of various sorts. We will call this style of mental modelling ‘folk-

psychological’. Classically, folk psychology, or common-sense psychology consists 

in the attribution of beliefs, desires and other propositional attitudes to other agents, 

plus law-like generalisations, such as: If someone wants X and holds the belief that 

the best way to get X is by doing Y then, ceteris paribus, the person will do Y (for 

general discussions on folk psychology, see Ramsey, 2007; Jackson & Pettit, 1990; 

Horgan & Woodward, 1985; Stich & Ravenscroft, 2011; Stich 1983). Note that Den-

nett’s intentional stance can be readily accommodated within this framework. Accord-

ing to Dennett, to adopt the intentional stance towards a system consists in “ascribing 

to the system the possession of certain information and by supposing it to be directed 

by certain goals, and then by working out the most reasonable or appropriate action 

on the basis of these ascriptions and suppositions” (Dennett, 1971), where the discus-

sion following in Dennett’s seminal article makes it clear that the system’s possession 

of certain information can be equated to the possession of certain beliefs and desires. 

A long-standing debate in the philosophy of mind and science concerns the distinc-

tion between folk psychology and cognitive science (a classical discussion being 

made by Stich, 1983). Whether a deep distinction exists between the two is out of the 

scope of this paper. We rather claim that the two approaches to the modelling of the 

mind differ at least superficially. Where folk psychology models the mind in terms of 

propositional attitudes and law-like generalisations among them, prima facie, cogni-
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sentation and information-processing modules play a central role. In cognitive theo-

ries, the mind is modelled in terms of cognitive modules which perform information-

processing functions, typically characterised by I/O relationships, where the inputs 

and the outputs are representations of external or internal states (Bechtel, 2008; 

Cummins, 1983; Fodor, 1983; Pylyshyn, 1984). A paradigmatic case in point is 

Marr's well-known theory on visual perception (Marr, 1982). 

Our contention here is that not only cognitive scientists, but also laypeople, may 

occasionally form mental models of AI systems that ascribe to them not beliefs and 

rationality, but rather a set of information-processing modules and representational 

structures. In this case, we say that they form a folk-cognitivist stance towards the AI 

system. 

3 Some notional examples 

To illustrate, consider the following scenario. John asks a smart speaker to play Ri-

hanna’s “Umbrella”, but the system, in response, plays Bob Dylan’s “Visions of Jo-

hanna”. How will the user explain this behaviour? John might adopt what we have 

called a folk-psychological modelling style. They might hold (in their mental model) 

the belief that the system believed that the title of Bob Dylan’s song was “Umbrella”; 

or they may traffic at the second-order level and believe that the smart speaker be-

lieved (incorrectly) that the user wanted to listen to “Visions of Johanna”. A bystand-

er might form a mental model of the smart speaker and believe that the system be-

lieves that Rihanna’s songs are not that good and that John must change their musical 

taste. And so on. In all these notional examples, John and the bystander hold a mental 

model of the smart speaker which is couched in folk-psychological terms. Or, in Den-

nett’s terms, they are taking an intentional stance towards the system. 

On the other hand, the user might adopt what we have called a folk-cognitive mod-

elling style. In this case, the user would believe, for example, that the smart speaker 

has a certain mechanism for processing the vocal commands of the user, and that 

something went wrong after John’s request for Rihanna’s song: the smart speaker did 

not correctly decode John’s audio input. More verbosely, the user’s beliefs about the 

system might have the following contents. The smart speaker has a sensor (a micro-

phone) which stores the raw input audio data (the user’s vocal request) in a part of the 

memory. Then, there is some information-processing module in the system that trans-

forms the input audio data into a textual representation of the vocal command. The 

textual representation of the command is then sent to other functional modules which 

perform a web search of the corresponding song; and so on and so forth. For some 

reason, the raw input data (flowing from John’s utterance “Play Rihanna’s ‘Umbrel-

la’!”) were transformed into the text “Visions of Johanna by Bob Dylan”. Or, the 

decoded text was actually “Umbrella by Rihanna”, but the web search returned Bob 

Dylan’s song. Let us examine some characteristics of this model. 

First, there is no reason to exclude that John’s mental model of the system could 

take this form. Mental models, in our framework, are sets of beliefs about the system. 
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In this case, John would believe that the smart speaker has a number of characteristics 

- an inner structure of mechanism. Second, at least prima facie, this model does not 

attribute beliefs, desires, intentions to the smart speaker, as folk-psychological expla-

nations would do. Believing that the system is able to process information is different 

from believing that the systems has beliefs, desires, and intention, to the same extent 

and in the same way cognitive science theories are different from folk-psychological 

theories. This is not be a folk-psychological mental model of the functioning of the 

smart speaker. It does not result from taking the intentional stance towards the system. 

Third, this would be a mentalistic model for the same reason that cognitive theories 

model (people’s) minds. It refers to information-processing modules that process 

representations (see Figure 1). With the possible exception of the microphone and the 

speaker, no reference is made to the physical structures that eventually implement 

(whatever this means) these information-processing modules. There is substantial 

disagreement as to what constitutes cognition (see for example Adam and Aizawa, 

2001), yet if cognition is computation over representational states, then arguably the 

smart speaker, according to this model, possesses at least one of the important re-

quirements for being a cognitive system. The folk-cognitivist model discussed here 

models the mind of the smart speaker in the same sense information-processing theo-

ries in cognitive science are typically told to model aspects of people’s mind. 

 

 

Fig. 1. A possible internal structure attributed to the smart speaker according to the folk-

cognitivist modelling style 

4 Taking Stocks 

In this paper we have distinguished between two styles people may adopt to model 

the functioning of AI systems, which correspond to two possible classes of mentalistic 

stance that people can adopt in explaining and predicting the AI systems behavior. 

One modelling style is folk-psychological and involves the attribution of rationality 

and beliefs, desires and other propositional attitudes to the AI system. The other mod-

elling style has been dubbed folk-cognitivist: it is based on the ascription to the AI 

system of information-processing and representational abilities. The main takeaway 

from this work is that people, at least in principle, in their everyday interaction with 

AI systems, may form mental models of (i.e., take mentalistic stances towards) them 



that differ from the intentional stance and more closely resemble cognitivist styles of 

explanation. 

This claim gives rise to a number of philosophical and empirical questions that will 

be addressed in future research. On the philosophical side, one may object that the 

folk-cognitivist stance sketched here is nothing more than Dennett’s design stance. 

Even though, admittedly, more work is needed to fully reveal the differences between 

the design and the folk-cognitivist stance, some prima facie differences exist between 

the two. In Dennett’s framework, neither the design nor the physical stance - but only 

the intentional stance - ascribe intentionality to the system. The folk-cognitivist 

stance, instead, exactly consists in believing that the system has a number of inten-

tional entities or states, viz. internal representations that are “about” external or inter-

nal states of affair. In other words, whereas in Dennett’s framework intentionality is 

the mark of the intentional stance and is lacking in the design stance, both the folk-

psychological and the folk-cognitivist modelling style assume the intentionality of the 

system. Moreover, whereas the notion of “function” plays a central role in the design 

stance as characterised by Dennett (1971, p.88), folk-cognitivist theories may also be 

couched in non-teleological terms, e.g., in terms of input-output regularities or the 

algorithms underlying them. 

More empirical problems arising from the discussion made here are: how plausible 

is that laypeople - in particular, people who are not expert in cognitive science - adopt 

the folk-cognitivist style? And what methods could be deployed to assess what style 

people adopt in different situations? As far as the first question is concerned, we note 

that concepts belonging to computer and cognitive science, like ‘information’, ‘data’, 

‘memory’, ‘representations’ and similar, have become part of our everyday pre-

theoretical vocabulary. It would come as no surprise if they were already inflating 

laypeople’s models of AI system. But this is only a suggestion, that must be evaluated 

empirically - which leads us to the second question. What methods should be used to 

study people’s mental models of AI systems? Arguably, people’s verbal utterances 

cannot be taken to always express their beliefs literally. John’s yelling “You did not 

understand my request!” does not imply that John literally believes that the system did 

not understand their request - it could be a metaphorical saying. However, one may 

devise experimental situations in which folk-psychological and folk-cognitivist mod-

els lead to different observable predictions on the behaviour of the user. Notably, 

these predictions might be about the verbal as well as the non-verbal behaviour of the 

user during prolonged interaction with the system. These questions are shaping an 

ongoing research project that will hopefully lead to a further step towards understand-

ing how people understand AI systems. 
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