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Abstract. As computational systems supported by artificial intelligence
(AI) techniques continue to play an increasingly pivotal role in making
high-stakes recommendations and decisions across various domains, the
demand for explainable AI (XAI) has grown significantly, extending its
impact into cognitive learning research. Providing explanations for novel
concepts is recognised as a fundamental aid in the learning process, par-
ticularly when addressing challenges stemming from knowledge deficien-
cies and skill application. Addressing these difficulties involves timely
explanations and guidance throughout the learning process, prompting
the interest of AI experts in developing explainer models. In this pa-
per, we introduce an intelligent system (CL-XAI) for Cognitive Learning
which is supported by XAI, focusing on two key research objectives: ex-
ploring how human learners comprehend the internal mechanisms of AI
models using XAI tools and evaluating the effectiveness of such tools
through human feedback. The use of CL-XAI is illustrated with a game-
inspired virtual use case where learners tackle combinatorial problems to
enhance problem-solving skills and deepen their understanding of com-
plex concepts, highlighting the potential for transformative advances in
cognitive learning and co-learning.

Keywords: Cognitive Learning · Explainable AI, · Human-centered AI · Prob-
lem Solving · Counterfactual Explanations · Co-Learning.

1 Introduction

In the realms of learning theory, artificial intelligence (AI), and human-computer
interaction (HCI), the pursuit of problem-solving and optimal solution finding
have historically been perceived through distinct lenses for machines and humans
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[12, 28, 32]. Machines, equipped with their computational capabilities and cost-
driven optimisation, operate in a space detached from human cognition [17].
Conversely, humans rely on their unique problem-solving approaches, drawing
from experiences and intuition [16]. This separation contradicts the principles of
co-learning and effective HCI. In our contemporary era, where AI systems often
outperform humans in various domains, bridging this gap is imperative to create
a more enriching learning environment [7]. The underexplored domain of human-
machine co-learning, aiming to foster mutual improvement and progress, must
be addressed. Humans need an opportunity to plunge into the intricate inner
workings of AI’s cognitive machinery, actively participating in co-learning to
solve complex problems. In turn, AI systems should reap the benefits of human
wisdom, leveraging human input and feedback to alleviate the computational
burdens that once restrained their problem-solving prowess.

As AI systems play an increasingly pivotal role in making high-stakes recom-
mendations and decisions across various domains, the demand for eXplainable
AI (XAI) to elucidate the rationale behind these systems grows [1]. This paper
introduces the so-called Cognitive Learning with eXplainable AI (CL-XAI) sys-
tem. We explore the potential of co-learning with counterfactual explanations
(CEs), where humans and machines collaborate in problem-solving tasks. CEs
enable users to grasp the “what if” aspect of AI decisions, shedding light on
alternative courses of action and improving transparent communication [30].

In this context, our focus is twofold: firstly, we investigate how human learn-
ers’ cognitive learning processes are influenced when they use the CL-XAI tool
to receive explanations. Secondly, we rigorously assess the effectiveness of the
CL-XAI tool by gathering feedback from humans to evaluate its accuracy and
helpfulness in providing explanations. The co-learning experience unfolds with
regular interactions between learners and an explanation tool. This tool bridges
human intuition and machine logic, offering learners a lifeline in their pursuit of
optimal solutions. If a human learner successfully identifies an optimal solution,
then it is an evidence to the acquisition of knowledge comparable to that ac-
quired by a machine learning (ML) model [19]. For the co-learning experience,
we propose a virtual game-inspired scenario where learners solve combinatorial
problems to achieve improved results (see section 3). The learner receives expla-
nations at regular intervals to solve the task, and the log of the learner’s choices
and attempts is recorded to evaluate its mental model. Overall, we believe that
the synergy between human cognition and XAI guidance holds the promise of
transformative advances in cognitive learning, a step towards co-learning, ulti-
mately bolstering problem-solving skills and fostering a comprehensive under-
standing of complex concepts.

The rest of the paper is structured as follows. Section 2 provides the necessary
background. Section 3 outlines the CL-XAI system, elucidating our approach to
incorporating XAI into the cognitive learning process. Section 4 delves into sub-
jective evaluation measures for the proposed framework, and finally, in section 5,
we draw conclusions from our work, emphasising potential applications and the
avenues for future research in the realm of XAI-driven cognitive learning.
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2 Background

Cognitive learning is a pedagogical approach that emphasises the development
of comprehensive mental models among learners [10]. Such mental models play a
pivotal role in knowledge acquisition and problem-solving, enabling individuals
to navigate complex domains effectively [26]. The collaboration between humans
and machines in cognitive learning, often called co-learning, has great potential
[6, 13]. It has been shown to enhance problem-solving skills and deepen the un-
derstanding of complex concepts [13]. On the one hand, prior studies have intro-
duced theoretical frameworks for symbiotic learning systems [31]. These frame-
works depict a reciprocal learning process, where the learner acquires knowledge
from the system, and, conversely, the system gains insights from the learner,
facilitated through reinforcement learning. On the other hand, research into ex-
plainable recommendation systems has expanded to education. For instance,
Barria-Pineda et al. [3] have explored the domain of recommending resources in
programming classes. Tsiakas et al. [25] have investigated using cognitive train-
ing recommendations for primary and secondary school children.

In addition, in the field of mathematics [18] and across diverse scientific do-
mains, including chemistry [5], educators routinely employ worked examples.
These pedagogical tools serve a dual purpose: they provide solutions and offer
explanations rooted in an expert’s mental framework, which can be compre-
hended from a novice’s standpoint [23, 24]. Conversely, our approach integrates
an XAI tool for generating explanations, which are subsequently provided to
novice learners to facilitate the construction of their mental models. This method
constitutes an automated system that circumvents the necessity for an expert’s
mental model, as it leverages the pre-existing capabilities of the XAI system.

3 CL-XAI

CL-XAI is a tool that encompasses three different components: (1) The explana-
tion method called User Feedback-based Counterfactual Explanations (UFCE)
[22] to assist learners in solving a given combinatorial problem. (2) The virtual
Alien Zoo framework [11] is utilised to design the task for the learners as a
use case. (3) A web-based game-inspired user study is designed for learners to
enhance their learning and knowledge about the artefacts of the underlying AI
model when solving the given combinatorial problem.

3.1 UFCE

The field of XAI encompasses various technical approaches aimed at enhanc-
ing the transparency, interpretability and explainability of AI systems [2]. One
prominent method involves using local post-hoc interpretability approaches for
elaborating explanations of black-box models. Such approaches are usually sup-
ported by inherent interpretable white-box models such as linear models, de-
cision trees or rule-based systems. Indeed, providing users with explicit rule
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sets governing AI behaviour is a way of ensuring a clearer understanding of the
decision-making process. Additionally, techniques such as feature importance
scoring, attention mechanisms, and saliency maps enable the identification of
crucial model elements and their contributions to the overall outcome. CEs pro-
vide insights into how alterations in input data affect the model’s outputs, while
visual aids like heatmaps and activation maps highlight influential areas in im-
ages. Moreover, human-in-the-loop interactions and natural language explana-
tions also contribute to the holistic understanding of AI operations, catering to
various interpretation needs and promoting trust in AI decision-making.

In this context, UFCE4 provides CEs5 to the learner to devise different strate-
gies to solve the task at hand. UFCE, herein referred to as the “XAI tool”, is
not self-driven; rather, it is a human-in-the-loop explainer that exploits learner
feedback to generate customised explanations. In addition, it guides the learner
towards correct input options whenever the given feedback does not produce any
explanation. The task is designed by keeping the needs of both the learner and
the explainer.

3.2 Use Case and Experimental Context

The efficacy of an explanation is influenced by its purpose and the specific audi-
ence it is intended for [15]. These two factors are pivotal in selecting a suitable
use case and shaping the experimental environment. Thus, we have adopted the
Alien Zoo [11], a web-based game-inspired virtual space wherein the learners
do not have prior knowledge and only gain knowledge through the explanations
provided by the explainer.

The learner’s task is to nurture an Alien so-called ‘Shub’ in the Alien Zoo
by feeding various combinations of plants. In our case, in contrast to the orig-
inal implementation [11], the well-being of Shub is directly influenced by the
choices learners make in selecting plant combinations. The leaves of plants are
attached with a specific time cost to find them. The learner is exposed to a
combinatorial problem in which the random number of leaves of each plant are
given, which are not a better diet for the health of Shub. The learner has to
solve this problem by making different combinations of the plants to constitute
a nourishing diet adhering to their time cost. The learner-selected plants will be
fed to an AI system, which will predict whether this combination can improve
Shub’s health. The choices made when feeding Shub have immediate outcomes,
resulting in poor or better health. The XAI tool guides the learner in making
optimal decisions. At regular intervals, learners are provided with explanations
alongside their previous selections. These explanations highlight a choice that
could have yielded a more favourable outcome. Also, these explanations are, by
default, enriched with hints about the underlying data distribution associated to
the prediction model and about how Shub’s health improves, ultimately assisting
learners in making informed decisions and enhancing their mental model.

4 https://github.com/msnizami/UFCE
5 In the rest of the paper, we use explanations and counterfactual explanations (CEs)
interchangeably.
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3.3 Game-inspired User Study

A game-inspired user study is designed to record the user solutions for the
given tasks and explanations provided at regular intervals. The data is collected
through game locks (logs) for the analysis and evaluation of the cognitive learn-
ing process of learners and the extent of goodness of provided explanations by
the XAI tool. The user interface (UI) is meticulously designed to offer learn-
ers an intuitive and engaging experience throughout their journey of nurturing
Shub and exploring the intricate relationships between plant combinations and
growth outcomes. The UI comprises various screens, each carefully crafted to
provide essential information and interactivity. In the right hand side of Fig. 1,
an avatar represents Shub and dynamically reflects its fitness level on a vertical
bar as the chosen plant combination impacts Shub’s health. The bar limits indi-
cate the optimal and unsatisfactory fitness levels. On the left, the five different
plants are displayed on top, which constitute the diet, and a test input is shown
at the bottom, which needs the learner’s attention to customise it by selecting
any combination from the drop-down menu’s given for each plant. The user can
also see the available time to improve the health with the number of rounds and
the time required to invest in one leaf of each plant.

Fig. 1. The learner’s task is to go for those combinations of plants by select-
ing from drop-down menus that can be searched in the available time. After each
search/selection, the learner feeds the plants to Shub and waits for the outcome (which
is displayed in the next screen, see Fig. 2).

Technical Details. The realisation of the Alien Zoo entails a rigorous seg-
regation between the front end, responsible for crafting the game interface that
participants interact with, and the back end, delivering the predictions made by
the AI system along with the explanations provided by the XAI tool. The web
interface utilises Phaser36, an HTML5 game framework driven by JavaScript.
The system’s backend, on the other hand, is founded on Python3, leveraging

6 https://phaser.io/
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Fig. 2. In this screen, the learner can see the selection of plants throughout the different
rounds and their outcome for fitness (better or worse). Additionally, the learner receives
different suggestions (explanations). If the learner had used these suggestions, this
would have been a better diet for Shub.

the sklearn7 package for supporting ML algorithms. The underlying ML model
is trained using synthetic plant data [11], and it predicts the fitness of Shub,
thereby influencing the game’s dynamics. The learner input reaches this model
via the front end, allowing an analysis of the potential for yielding positive out-
comes and consequently enhancing Shub’s fitness. This Python-based framework
is adept at generating CEs with UFCE to ensure adaptability and accommodate
various ML algorithms.

4 Subjective Evaluation Measures

In evaluating XAI systems, examining specific cognitive states or processes,
herein referred to as “cognitive metrics”, is a central concern [9]. These met-
rics are instrumental in assessing whether learners have achieved a pragmatic
understanding of the AI system, particularly in light of the explanations fur-
nished by the XAI tool. Drawing from established approaches in cognitive sci-
ence and psychology [9], Hoffman et al. [8] proposed a conceptual model elucidat-
ing the explanation processes of an XAI system and how a learner’s pragmatic
comprehension of these explanations can be assessed across distinct functional
stages. Hoffman’s model delineates three pivotal functional stages within the
XAI system’s operations: explanation generation, learner’s mental model gener-
ation, and learner’s enhanced performance resulting from the assimilated mental
model. Consequently, the evaluation of XAI systems through cognitive metrics
can be systematically framed within these three stages, offering a comprehensive
approach to gauge the effectiveness of these systems in facilitating user under-
standing and performance improvement.

7 https://scikit-learn.org/stable/
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In accordance with Hoffman et al. [8], during the explanation generation
phase, an assessment of the learner’s practical comprehension of the AI sys-
tem can be made by examining the learner’s cognitive processes, which gauge
the quality of the explanation (referred to as “Explanation Goodness”) and
the degree of satisfaction with it (referred to as “User Satisfaction”). Between
the explanation generation phase and the subsequent stage of constructing the
learner’s mental model, which is influenced by the explanations received, learners
gradually update their mental models, with several psychological factors poten-
tially influencing the model-building process. Evaluating the extent of a learner’s
understanding and satisfaction poses a formidable challenge. To address this
challenge, we have extended the Alien Zoo, where the learners are now assigned
problem-solving tasks, and their performance in solving these tasks serves as
a metric to determine the level of understanding of the provided explanations.
This, in turn, corroborates the effectiveness of the XAI tool in generating high-
quality explanations. User Satisfaction can be assessed using subjective measures
through the administration of a questionnaire, with for example the Explanation
Satisfaction Scale introduced by Hoffman et al. [8] and later refined by van der
Waa et al. [29]. This scale provides a reliable and psychometrically robust means
of gauging user satisfaction with a system’s explanations.

User understanding, in the context of XAI, pertains to the development of
a learner’s “mental model” of a system’s inner workings [9]. The concept of
a “mental model” draws from psychological theories, denoting an individual’s
internal representation of the people, objects, and environments with which they
interact [20, 21]. In the realm of XAI, for our case, an ideal outcome is for the
learner’s mental model to reflect the XAI tool accurately. Explanations play a
pivotal role in facilitating the construction of precise mental models, which can be
categorized as follows: global understanding, signifying a general comprehension
of a system’s functioning; local understanding, signifying insight into a specific
decision made by the system; and functional understanding, representing a grasp
of the system’s capabilities and intended uses [8, 9]. In this work, our goal is to
capture the local understanding of the learner’s mental model.

In cognitive psychology research, learners’ performance in task-learning en-
deavours is subject to the influence of many variables. These encompass factors
such as age [4], learning experience [28], cognitive abilities [10], cultural and
socio-emotional factors [27]. Factors related to mental health [14] collectively
constitute critical determinants.

Proof of Concept In our ongoing user study, the focus is on cognitive
learning and co-learning mechanisms. We aim to investigate 4 key measures:

– Explanation Goodness. We evaluate the quality of explanations provided
to learners, aiming to assess how well they convey complex data relationships.
We anticipate that well-crafted explanations will positively influence other
measures.

– User Satisfaction. Post-game surveys collect learner feedback on their sat-
isfaction with the explanations. Learners’ assessments of the explanations’
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comprehensibility, usefulness, and overall satisfaction provide insights into
user satisfaction.

– User Understanding. Our primary inquiry is whether users can enhance
their understanding of complex data relationships through explanations. By
providing CEs, we aim to help users better grasp the system’s intricacies.

– Task Learning. We expect that improved user understanding, facilitated
by the explanations, will lead to task learning. Task learning is assessed
through metrics such as fitness levels during the game and the time taken to
make decisions, reflecting learners’ increased ability to identify crucial data
factors and make informed choices.

By examining these measures, we aim to uncover how explanation quality influ-
ences cognitive learning and co-learning mechanisms with the CL-XAI tool.

5 Conclusion

In this paper, we have introduced the CL-XAI tool, designed to facilitate cog-
nitive learning with XAI. The outcomes of our research will offer significant
potential for enhancing the development and refinement of XAI techniques, ul-
timately leading to improved cognitive learning experiences.

Our deliberate focus on the convergence of XAI and cognitive learning stems
from the recognition that learners, especially in educational and training con-
texts, stand to gain substantially from AI systems that are understandable and
transparent. Our work, centred on providing timely and lucid explanations for
intricate concepts and problem-solving tasks (combinatorial problems), seeks to
empower learners, bridge knowledge disparities, and cultivate a deeper under-
standing of challenging subject matter. Furthermore, the implications of this
research extend beyond the realm of education to encompass domains where
human-AI collaboration is pivotal, such as healthcare diagnostics, legal decision
support, and financial analysis.

In summary, we assert that the synergy between human cognition and the
guidance offered by the CL-XAI tool holds the potential for transformative ad-
vancements in cognitive learning. This will mark a significant stride toward co-
learning, ultimately fortifying problem-solving abilities and nurturing a compre-
hensive grasp of complex concepts.
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